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Background: ONC LEAP 2020
Area 2: Cutting Edge Health IT Tools for Scaling Health Research
• Exponential growth of EHR data but there are challenges in 

capitalizing on the value of these data due to difficulties with the data 
and the health IT infrastructure.

– Challenges and barriers in tool identification
– Lack of clarity of tool purpose
– Poor usability/ usefulness
– Lack of open use standards

• The ONC Policy and Development Agenda identified the need to 
develop tools and functions that leverage health IT infrastructure to 
better support research. 
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Research Objectives
1. Conduct a landscape analysis to 

explore, identify, and describe current 
open health IT-based tools for research.

2. Identify needs for new health IT-based 
tools for research that require 
development.

3. Address those needs through the project 
team’s novel Fast Healthcare 
Interoperability Resources (FHIR) 
Factory platform.

4. Evaluate operational utility of the novel 
solution to report the potential impact, 
opportunities, and challenges.

FHIR 
Factories
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Research Overview and Highlights
• Environmental Scan of Open-Source Health IT Tools

– Scoping review to identify open-source, open standards health IT tools used for 
biomedical and health services research

– Initial scan include 3,343 tools; 121 tools met inclusion criteria
– Data extraction: licensing, languages, tool type, documentation quality, community 

support, longevity/pedigree, interoperability, data lifecycle, support

• Health IT Usability Evaluations
– Evaluation included tool availability review, user-facing review, and SME review for 

resource requirements and system level dependencies
– Tools were ultimately organized into 3 levels of complexity
– Tools had generally high levels of usability but more attention must be placed on 

making software accessible to and useful for the broader scientific community
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Research Overview and Highlights
• Stakeholder Interviews and Steering Committee Feedback

– 16 interviews with researchers, health IT developers, health IT policy experts
– Discussion with Steering Committee (leaders in the health IT field)
– Identified discrepancies in the definition of open-source, challenges in adoption and 

promotion, the importance of community support, lack of sufficient incentives, and 
the need for tools to support data maintenance (i.e., data cleaning, enrichment, 
and transformation)

• Horizon Scan 
– We identified 16 clusters representing technological and system innovations 
– Topic levels categories: (1) interoperability and data security; (2) data types; (3) 

public health data; and (4) unclassified. 
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Research Overview and Highlights

Comprehensive List of Critical Needs

1. Need to support innovation in 
health IT research

2. Workforce challenges
3. Health IT 

standards/interoperability
4. Privacy and security
5. Embracing and optimizing open-

source health IT community

6. Policy
7. Technical
8. Quality/incentives
9. Governance
10. Limited FHIR capabilities
11. Public health data
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Technical Overview and Highlights
• FHIR Factories Infrastructure

– Conceptually, a data factory that leverages data in the format of HL7’s 
FHIR standard to conduct at-scale extraction and analysis

– Data Processing Automation (DPA) and Robotic Process Automation 
(RPA) to enable complex transformations of data

• Two Demonstration Cases
– “Bugs & Drugs”: Near-real time continuous antibiograms that defines drug 

of choice for infection
– “Trend Engine”: A generalizable trend monitoring infrastructure
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Dissemination and Links
Kristen.E.Miller@medstar.net

Trend Engine
https://github.com/cyte/hlfhir_public/tree/master/

Antibiogram App
https://github.com/cyte/oemr_fhir_antibiogram



Instrumenting the healthcare system for population scale studies
https://docs.smarthealthit.org/cumulus/ 

Andy McMurry, PhD

Research Scientist, Boston Children's Hospital

Lecturer in Pediatrics, Harvard Medical School

https://docs.smarthealthit.org/cumulus/


Outline
● Multi-solving

○ Public health, quality, clinical research

● Why now: what changed in 2023? 
○ Bulk FHIR in the cloud meets the AI race

● How to engender participation?
○ Healthcare site autonomy
○ Patient privacy (DEID)
○ Share population statistics

● SMART Cumulus
○ Open source architecture
○ Case definitions (study criteria)
○ Computable phenotypes (AI/NLP derived)

● Accomplishments and Demo
○ Bulk-FHIR standards process
○ Public health dyads pilot in 5 USA cities, 4 study areas 

■ Mental Health, COVID19, HTN, OUD



Why now: what changed in 2023? 

(1)21st Century Cures Act mandated Bulk FHIR API 
access
Jan 1, 2023 for every EHR in USA with “no special effort”

(2)Cloud adoption in healthcare: 
write once, deploy in many healthcare sites. 
“Turn-key” deployment of services and containers

(3)AI/NLP innovation speed
(ChatGPT, LLM, GNN, neural networks, ..)





How to engender participation at healthcare system scale?

● Healthcare provider autonomy 
Each site remains in control of their: 
patient data, systems, policies, procedures

● Privacy preserving data sharing
HIPAA De-identification 
Potential patient benefit

● Share population health statistics
Broad agreement to share patient counts
Population health dashboards



How does Cumulus work?

Installation

The Cumulus client 
is installed behind 
the firewall of a 
healthcare site, 
health information 
exchange (HIE), etc. 

Initial Queries

A query is run, 
pulling electronic 
health data into a 
secure server 
behind the 
organization’s 
firewall. 

NLP

AI-based natural 
language 
processing (NLP) is 
run on the clinical 
notes to extract 
clinical information 
from the text. 

Data 
Deidentification

Data from the EHR 
(both discrete data 
from things like lab 
values and the NLP 
results) are de-
identified. 

Aggregate 
Counts

SQL (Structured 
Query Language) is 
used to generate 
counts. Note – this 
still takes place 
under the 
healthcare site’s 
control.

Visualization & 
Analysis

A web-based 
Cumulus dashboard 
is available for 
public health use 
(e.g., data 
visualization and 
analytics). 

Counts data leaves the 
healthcare site to an 
external Cumulus server
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FHIR

Structured FHIR data and raw clinical 
note text are normalized, classified, 
and standardized.

SMART Cumulus Architecture

Line-level FHIR are hosted behind 
each provider site’s firewall for 
scalable query and aggregation.

De-identified

SQL-on-FHIR

Computable 
Phenotypes

Bulk-FHIR
API

DEID 
data

USCDI Core Data



DE-ID
FHIR

Patient
Counts
Matrix

Analytics
Notebook:

preloaded 
counts data and 

biostats packages

Dashboard: 
Graph cohorts 
matching study 

criteria

EHR
FHIR
ETL

Hospital #2 Firewall

Hospital #3 Firewall

Hospital #1 Private Cloud

Credential
End Users

AI/NLP 
notes

Query & 
Count

Hospital #4 Firewall

Health Information Exchange Firewall

Hospital #1 Firewall

Hospital #2 Private Cloud

Hospital #3 Private Cloud

Hospital #4 Private Cloud

HIE Private Cloud



Cumulus Open Source Repos
● ETL

○ Extract Bulk-FHIR data from local EHR
○ AI/NLP computable phenotypes
○ DEID remove PHI/PII
○ Load into cloud datastore

● Study Library
○ SQL-on-FHIR simplifies query and analysis
○ Case definitions, study criteria, “counts” query
○ Support existing value sets (VSAC)
○ Propensity score matching (PSM)

● Aggregator
○ Aggregate patient counts matrix from multiple sites

● Dashboard
○ Graph, analyze, filter, and compare patient populations

https://docs.smarthealthit.org/
cumulus/ 

https://docs.smarthealthit.org/cumulus/
https://docs.smarthealthit.org/cumulus/


AI/NLP “Computable Phenotypes”

EHR data without computation do not yield 
precise diagnoses, risk factors, endpoints, etc.
Computable case definitions are often based 
on multiple elements which can include NLP 
of free text

In an expert validation, the classifier correctly 
identified 90.8% (79/87) as COVID-19 positive 
and 97.8% (91/93) as not SARS-CoV2 positive. 
The classifier identified an additional 960 positive 
cases that did not have SARS-CoV2 lab tests in 
hospital, and only 177 of those cases had the 
ICD-10 code for COVID-19.



AI/NLP “Computable Phenotypes”



AI/NLP “Computable Phenotypes”
Symptom specific Include Exclude

New loss of taste or 
smell

Anosmia, loss of taste, loss of smell Injury related loss of 
taste/smell

Congestion or runny 
nose

Rhinorrhea, congestion, or discharge. 
Nose is dripping, running, or stuffy.

Cough Tussive or post-tussive. Cough is 
unproductive, productive, dry, wet, or 
producing sputum. 

Wheeze, crackles, croup

Diarrhea Diarrhea or watery stool Loose stool, bloody stool

Fatigue Fatigue, tired, exhausted, weary, 
malaise, feeling generally unwell.

Looked ill

Fever or chills Fever, pyrexia, chills, or 
temperature >= 100.4 °F [38 °C]

Afebrile, felt warm

Headache HA/headache, migraine, cephalgia, 
head pain

Headache due to Injury

Muscle or body aches Myalgias, myoneuralgia, muscles or 
body aches, soreness. Generalized 
aches and pains. 

Localized pain, injury, ABD 
pain, lower back pain

Nausea or vomiting Nausea, vomiting, emesis, throw up, 
queasy, regurgitated

Gastritis, gastroparesis

SOB or difficulty 
breathing

Dyspnea, breathing is short, difficult, 
increased, labored, or distressed

BiPAP, CPAP, or other 
oxygen assistive device

Sore throat Sore throat, throat pain, pharyngeal 
pain, pharyngitis, odynophagia

Streptococcus, dysphagia, 
hoarseness, red throat

Encounter Time Include Exclude

Prior to encounter Chief complaint or 
patient reason for visit 

Manifestations of chronic, pre-existing, or 
other known condition that is not COVID-19

Present ED encounter Yes Manifestations of chronic, pre-existing, or 
other known condition that is not COVID-19

Future encounter Never Always

ED Note Section Include Exclude

Chief Complaint Symptom present

HPI, ROS Symptom present

Physical Exam Symptom present

Vital Signs Fever present

History: medical, 
family, social

Always (e.g. brother had a cough)

Treatment Always (e.g. albuterol PRN for cough)

Investigations Always (e.g. opacity on chest x-ray)

Assessment and plan, 
course, evaluation

Symptom present

Final diagnosis Symptom present

Discharge Instructions Symptom present



Patient Counts Matrix

SQL-on-FHIR: 
Select x,y,z
from powerset having 
cnt_subjects > 10

user study criteria 

With powerset as 
(Select “study variables” where “study criteria” )

Cloud 
datastore

CSV File 
Powerset Matrix 
(weekly, monthly, 
or yearly)

Dashboard

https://github.com/smart-on-fhir/cumulus-library

https://github.com/smart-on-fhir/cumulus-library-core


Patient Counts Matrix

Count 
frequency of 
“N” variables 
in powerset 
matrix 

Contingency Tables
Count frequency of exposure/outcome

Conditional Probability, Entropy, Mutual Information
Probability (0-100%) of event co-occurence

Odds Ratio 
Association of exposure and outcome

Relative Risk 
Probability of an event occurring in the exposed group versus the 
probability of the event occurring in the non-exposed group

Comorbidities and other factors
Co-occurrence of conditions, manifestations, related variables

Chi-Square
Test hypothesis that two or more events are independent or correlated. 

Bayesian Modeling
Naive bayes classifiers type models are “pre-computed” baseline models 
from conditional probabilities

Population Health 
Inherently involves “counting” patients



Technology standards - Team developed the FHIR Bulk 
Data API and reference implementations. Required by 
regulation. Working with EHR vendors to test and refine 
bulk data capability.

Beta software - Initial versions of open-source data 
pipeline, de-identification infrastructure, NLP engine, multi-
site data aggregator, public health dashboard.

Pilot site network - Five sites integrating beta software 
with their EHR systems and turning on public health 
surveillance feeds for COVID and other study areas.

What has been accomplished?



Pilot Dyads - Effectively launched Jan 
2023

Boston Children’s Hospital & Massachusetts Department of Public Health

Regenstrief Institute & Marion County Public Health Department

Rush University Medical Center & Chicago Department of Public Health

Washington University in St. Louis & St. Louis Department of Public Health

UC Davis & Yolo County & Sacramento County



Cumulus Dashboard Examples
COVID19
NLP extract COVID19 PCR computable phenotype
NLP extract COVID19 symptoms computable phenotype

Hypertension
HTN Comorbidities

Suicidality
Prevalence in pediatric ED visits

Opioid Overdose 
Weekly Encounters

https://smart-cumulus.herokuapp.com/views/381
https://smart-cumulus.herokuapp.com/views/405
https://smart-cumulus.herokuapp.com/views/415
https://smart-cumulus.herokuapp.com/views/418
https://smart-cumulus-ucdavis.herokuapp.com/requests/55


NLP extract COVID19 PCR status when PCR was performed outside the hospital

https://smart-cumulus.herokuapp.com/views/381


NLP seasonal trend of COVID symptoms

https://smart-cumulus.herokuapp.com/views/405


Top Hypertension comorbidities in COVID+ cases

https://smart-cumulus.herokuapp.com/views/411


Suicidality prevalence in ED visits

https://smart-cumulus.herokuapp.com/views/418


Weekly Encounters for Opioid Overdose

https://smart-cumulus.herokuapp.com/views/389


Summary
● Multi-solving

○ Public health, quality, clinical research

● Why now: what changed in 2023? 
○ Bulk FHIR in the cloud meets the AI race

● How to engender participation?
○ Healthcare site autonomy
○ Patient privacy (DEID)
○ Share population statistics

● SMART Cumulus
○ Open source architecture
○ Case definitions (study criteria)
○ Computable phenotypes (AI/NLP derived)

● Accomplishments and Demo
○ Bulk-FHIR standards process
○ Public health dyads pilot in 5 USA cities, 4 study areas 

■ Mental Health, COVID19, HTN, OUD
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Semantic Interoperability of EHR Data Using the

Layered Schema Architecture
ONC 2023 Annual Meeting
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Wilson.Pace@DARTNet.info
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The Problem

● Perhaps improving interoperability of EHR data 
BUT

● Clinical care and Researchers both rapidly adding more 
data types 

● Cacophony of data for both groups is increasing not 
decreasing

● Traditional Translation and Loading approaches are not 
up to the challenge



Use Cases

● All of Us
● 1 – 1.2 M people
● 20 year time span 
● EHR data – multiple vendors
● Case Report Form data
● Social determinants data
● Genetic data
● Omics data
● Environmental data

● Health Information Exchanges
● Multiple data providers

○ Clinical organizations
○ Social services agencies
○ Community support organizations
○ Community wellness organizations
○ ? Justice systems
○ ? School health organizations

● All “speak” their own language
● Universal translator must ingest and store 

these data and provide it back to each 
user in a way they can read and interpret 
the information



Schemas and Semantics
https://ohdsi.github.io/CommonDataModel/cdm54.html#PERSON

CDM Field Datatype Required User Guide ETL Conventions

person_id integer yes

gender_concept_id integer yes This field is meant to 
capture the biological sex 
at birth of the Person. This 
field should not be used to 
study gender identity 
issues.

Use the gender or sex 
value present in the data 
under the assumption that 
it is the biological sex at 
birth. If the source data 
captures gender identity it 
should be stored in the 
OBSERVATION table. 
Accepted gender concepts

gender_source_value string no This field is used to store 
the biological sex of the 
person from the source 
data. It is not intended for 
use in standard analytics 
but for reference only.

Put the biological sex of 
the person as it appears in 
the source data.

Schema defines structure, not semantics Semantics are human-readable

https://ohdsi.github.io/CommonDataModel/cdm531.html#observation
http://athena.ohdsi.org/search-terms/terms?domain=Gender&standardConcept=Standard&page=1&pageSize=15&query=


Layered Schemas

Schema overlays capture metadata, context, and machine-readable semantics
Schema + a unique set of overlays for each distinct source

Data-agnostic, Standard-agnostic
Schema

CDM Field Datatype Required

person_id integer yes

gender_concept_id integer yes

gender_source_value string no

Overlays

CDM Field ETL Conventions

gender_source_value lookup in gender_dict

CDM Field Privacy Level

gender_source_value PII

person_id PII

CDM Field Confidence

ethnicity_source_value .6



Person-Centric Graph Model

FHIR Patient (json)

],
  "gender": "male",
  "birthDate": "1974-12-25",
  "_birthDate": {
    "extension": [
      {
        "valueDateTime": "1974-12-...
  ...

person.csv

person_id,year_of_birth,month_of_birth,gender,...
1,1974,12,M,...
2,1947,2,M,...
...

CCDA (xml)
<patient>
   <name>
      <given>...</given>
      <family>...</family>
   </name>
   <administrativeGenderCode code="M" codeSystem="2.16.840.1.113883.5.1"/>
   <birthTime value="19741225"/>
  

Patient

Birthdate

Gender

Observation

Condition



Semantic Pipeline

Ingest, annotate, and harmonize data 
as a knowledge graph

Common 
 schema Overlays

Translate graph to research data sets

Semantic Processing
● Data type conversions
● Terminology mappins
● Valueset/dictionary lookups
● Units
● Graph shaping

Layered 
Schemas for
Data Sets



ONC LEAP - Vision

Data Suppliers
Providers
Payers
Justice

Education
Social services

Schemas
Shareable, reusable

Decentralized
Maintained by stakeholders

Research Data Commons
Data collection, curation and 

harmonization

Data Sets
● OMOP
● PCORNet
● i2b2

Knowledge Graph

AI and Analytics



FHIR Patient

Person Observations

OMOP 
Concepts

Procedures



OMOP Transformation - PRAPARE

PRAPARE 
Schema

Person

Observation
PRAPARE

question 
conceptId

answer 
conceptId

Graph Model

OMOP Observation



SDoH (PRAPARE)

Observation
Housing
OMOP Concept

Transportation
OMOP Concept

Person



Valueset (Hyperlipidemia)

A valueset collects related 
concepts around a single 
node

Patients cluster around 
valuesets



Evaluation Overview

●Evaluation 1: Ingestion of data from varying sources using varying formats while 
maintaining data integrity. 

●Evaluation 2:  Data reliability, validation and verification of ingestion through the LSA 
approach compared to standard scripted approaches as represented by DARTNet’s ETL 
approach to the OMOP CDM.

●Evaluation 3: Evaluation of input for Artificial Intelligence/ Machine Learning compared 
between the graph database and the OMOP v6 CDM.

●Evaluation 4: Output options: Output to OMOP v5.4 using both ETL processes, evaluate 
final outputs for similarity. 



Evaluations Overview:

● LSA allows one ingestion with multiple outputs – research CDMs or varying 
organizational approaches to data ingestion and interpretation

● LSA allows data manipulation and creation of new “data constructs” that can 
be stored for re-use and easily ingested into AI/ML models

● LSA easily maintains provenance which may relate to reliability, biases, 
security and complex data linkages

● LSA data ingestion is slower than standard sql scripting but does more at the 
initial step with multiple output possibilities



Family Linkages – LSA Neo4j Results

● Nodes created for phones and 
guarantors, relationships 
displayed in the linkage 
information

● Future work would add a “family 
node” to link around 

● Information self-aggregated
● In full use more complex

linkage data would be used 



Evaluation 3: AI Process 

Process: 

● OMOP Data frame – 38 variables
● New variables and calculated variables added to data frame – not to DB
● Neo4j Data frame – 40 variables 
● Able to easily add new variables or calculated variables into data model
● Binary outcome model ran for each
● Both models excellent ROC/AUC metrics



Evaluation 3: Model Scoring

Neo4j OMOP



Next Steps

● Improve direct input to AI and NLP 
● Add multiple output schemas
● Add AI aided schema generation
● Explore NLP as a codification/meta data generator during ingestion
● Ongoing optimization of ingestion across schemas
● Improve ease of use for dissemination 
● Standardization of data modeling for health data
● Expansion of the metadata dictionary



Questions?

Bserdar@cloudprivacylabs.com
Wilson.Pace@DARTNet.info

mailto:bserdar@cloudprivacylabs.com
mailto:Wilson.Pace@DARTNet.info
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